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Overview of our Activities on Imaging

3D Display/Head Mounted Display-3D Smart Glasses
3D Profilometry, Visualization & Computational imaging
- Flexible 3D Sensing
3D Microscopy and Healthcare Applications
3D imaging in turbid water, 3D Tracking with Occlusion
- 3D Imaging with few photons
- Multimodal 3D: Polarimetric, spectral, compressive sensing
- Long range passive 3D imaging
- Automated Detection of biological micro organisms
- Healthcare Applications of 3D
- Quantum imaging & authentication
- Anti counterfeiting of Integrated Circuits
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Our focus In this presentation

- 3D Image Capture & Display

- Dynamic 3D Integral Imaging to increase Field of View (FoV)

- Head Tracking to increase Field of View in 3D Integral Imaging
- Augmented Reality (Head Mounted) Display

- 3D Object Visualization with Smart Glasses

- Flexible 3D Sensing and Imaging

- 3D Imaging with few photons

- Long range passive 3D imaging



Computational Optical Sensing and 3D Display
Computational resources are used to obtain optical and
physical information of interest

Integral Imaging

- Based on the concept of
depth from disparity

- Multiple lenses form tiny images
from their unigue perspective

- Depth information encoded as
transversal relative shift among images (disparity principle)

- Images can be captured __Film
on digital sensors

- Display is accomplished
by back-projection of
elemental images using
display panels [LCD, etc]

_—Film
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Recent Advances in the
Capture and Display of
Macroscopic and Microscopic

3-D Scenes by Integral Imaging

By Manuel MARTINEZ- CORRAL, ADRIAN DORADO, JUAN CARLOS BARREIRD, GENARD SAAVEDRA,

AND BaHnam Javiol, Fellow IEERE

ABSTRALCT | The capture and display of images of 3-D scenes
wrder incoherent and pobychr il B o ¥ &

hot topic of researnch, due o s broad applications in bicimaging.
industrial procedwres, military and surveillance, and sven in the
¥ Im this ntegral an is
a wery competitive technology due o s capacity for recording
with a e the angular information of lEght-
rays emitied by the 3-D scene. From this information, it is
possible o calculate and display a collection of horizontal and
wertical perspectives with high depth of field. it = also possible to

the firr of the original scene at different depths,

thaz i inpe on that pixel afoer ing apth che obj
tive lema [1]. However. if our aim iz w0 uoe a aphic
-qulﬂm.tolmdﬂreﬂ—ﬂ:nﬁ:mmnnnfﬂ:ﬂ}anum

k I be impl 1 to register the infor-
mmmuhnrtlﬁnluﬂ:‘ﬂm.poﬂlhoumﬂdllmof.ﬂﬂm
maye proceeding from the 3-I) scene.

The first researcher who captured the spatial-angular
information of 3-D scenes was Gabriel Lippmann, who
proposed integral photogeaphy (IP) in 1908 [2}{4]
Lippmann proposed to remove the camers lens from a

even when these are L= ]
in ascatbering medium. In this paper, we describe the fundament=s
aof Iml and the main contributions to its development We also
focus cur attention on the recent advances: of the Nl techniguee.
Specifically, the application of nl concept to microscopy s
analyred and the (L] and of field
are explained. in a different context. we also present the recent
advances in the capture of large scenes. The progresses in the
algorithems for the caloulation of displayable 3-D images and in

e of for the =-D displays are resiesed.
HEYWORDS | Computational imaging image  processing:
three-di = d i i three-d = d mbCrasc oy

I. INTRODUCTION

Comventional recocdes 2-D images of 2 3-D
warld. Thzuhhqrpmﬁm:humtﬁrofﬂ:amg:ng

k ygraphy device. Inowead, he proposed to incert an
array of microlenees (MLA) and a sensor (photographic
film at that time) in the foonl plane of the lenalets. With
this system. a collection of emall elemental images of the
3-I} poene iz recorded. Mote that here we woe the name
intepral image (Inl) to refer to the collection of elemen-
tal imepes. The original a2im of Lippmmann was to uwee
these imeapes for building an IF monitor. Mow, thiz origi-
nal idea can be impl 1 by e of digital devices.
Thiz iz made by displaying the Inl on a pixelatsd dizplay
(like. for example, a tablet or a liguid-crystal computer
sorecn). and setting a2 MLA just in froot of the display
[S]-[7]- In dhe past few ¥ of fen-
tures of IP monisors has been a matter of great inteceat.
In thiz sense many research proups have made important
contributions for the improvement of the depth of field
[8}-]10]. viewing angle [11]—][13]. or display resolution
[14]-[1E]-

the impr

4 Sy 13, -/ 1. STHT = ¥l BOTE

rlhw;: -.pp--ahp-qh-ll-pl.-- — More recently, the aim of capturing the cpatial-angular

pain. L P R — o of ray= iteed by 3-D objeces has been fulfilled
sugporled under RESIS-142 179 end 5
s = ; .IGFII:IZ-EI:?;‘I: drm e with A with a2 more compact system. We refer to the system pro-

DHgrking L o T ————— T —_— poeed by Darvies and McoCormick [1’9] and later by Adelson
o Samrcll b i 2 ard © g e trres e, Liniwarsity and Wang [20]. The sechns of ing & ooon-
of Connecticul, Stomrs, OT Csn w4157 LSk ik Bat @ o el wntnnn]ﬂmmhrmrhngmhﬂ.ﬁﬂﬂ:ﬂlmﬂg:plﬂnu
st s s e 1 Pl 1108 MO SRR ST

_— mm‘:-ﬂ-mmTEh 4 o : #k—:’—iﬁmﬂh’.
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R. Martinez-Cuenca, G. Saavedra, M. Martinez-Corral, B. Javidi,
“Progress in 3-D Multiperspective Display by Integral Imaging,”
Proceedings of IEEE Journal, 97, 20009.

Intergal Imaging Display
- Full parallax; - Continuous view point; - No special glasses
- No visual fatigue and abnormal effects
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M. Daneshpanah, B. Javidi, E. Watson, “3 D integral imaging with randomly distributed sensors,”
Optics Express, 2008

- Views are randomly selected

* No assumption on the
distribution of the
sensors, however, the
distribution affects
imaging capabilities.

* In this example,
uniform distribution is
assumed. 5

* The blue path shows
the moving direction of
the image sensor. Red
nodes denote the
random pickup
locations.
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Profilometry and Optical Slicing (M. Daneshpanah and B. Javidi, “
Profilometry and optical slicing by passive 3D imaging,” Optics Letters, \Vol. 34, 1 April

2009)
Specular points deviate from Lambertian assumption.




Dynamic Integral Imaging Displays by Liquid
Crystal Device to Improve FoV

N Zaa 2

a: Top Glass; b: Planar Electrode ; c: Liquid Crystal Layer
d: Controlled Electrodes; e: Black Matrix; f: Bottom Glass;

Bahram.Javidi@uconn.edu
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Extended Field of View by LC prism

C. W. Chen, M. Cho, Y. P. Huang, B. Javidi, “Improved viewing zones for projecton @ T~~~ - -=-=-=========~=

type integral imaging 3D display using adaptive liquid crystal prism array,” IEEE Journal of Adaptwe Lc
Display Tech, 10, (2014) IPrism Array  Elemental Images

Computer
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Projector
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(a)

6=tanl(An*d /L) o
W= 2tan-(p/2f) Total Viewing Angle @ ., = (y+2 9)




TR AL OF DISPLAY

LW B, WO, 3, RAFOCH D014

Improved Viewing Zones for Projection Type
Integral Imaging 3D Display Using Adaptive
Liquid Crystal Prism Array

Chih-Wei Chen, Myungym Cho, Yi-Pa Huang, and Bahram Jawedi, Fellow, IEEE

for fatwre wide viewing rone ject i imaging 31
displays.
Tndex imaping (I0), gAokd crysial prism, 3¢

LASSES-FREE three-dimencipnal (30 displays have

been regarded as a critical technology for next pener-
aticn display applications There sre interesting works such
as mualtiplesed-2T displays [11H{7] and integral imaging {(II)
systems [E]-[18] that hawve been proposed. However, the nonlti-
plexed-2T) type suto-steresscopic displays only supply discrete
wiewpoints and special viewing zomes for 3D wismalizstion
while this method is easily implermented To avoid these prob-
]-Ens.,ﬂ-}mte,g:ralnnag:mg system, has become a promising

different perspectives of the 3D scene. Mevertheless, there are

Mlaesoript recsdved Foby 135, 20013; rewised October 01, 2013; acosped
Movembar 175, 2013, Dot of peblication Decamber 03, 2013; dete of coment
veasiom Fobrmary 11, 2014, This work s seppariod i -part by the Mational Sci-
amce Coencil, Taioras, onder Acsdemic Project HSC 101 -2E21-E-009-120-MY3
amd Project WS C101-281 T-3-005-006. The work of B Favidi was ssppoabed by

Samsung Flectromic Consparmy. B
C.-W_ Chan amd ¥ -P. Feang ame with tha T of Pt and tha
by, 30010 He by, Tassran. {e-madl: tedd0202.di adn tar;
ada T

B. and Fngi
e}
Color vemsioms of one or mors of the figures ams available caline at htgpa’
insaxplore bees. org.
Drigital Object Tdantificr 101103 TDT.2013.2303372
1551-3193 ¢ 2013 IEEFE. P 1l nsgis parmi
Ssa bty ferorar dess. crppublications d

Cme of the limdtations is the namow wiewing angle, which is
{mmmeﬁelduftmt_mh‘]uflauﬂm Smmrﬁemﬂms

[23] method nsed moving lenslet srray technigque to extend the
FOW of the IT system  And the dymarmnic barmiers [24] method
However, the mechanical movement of moving lenslet armay
and the dymamic bamers are shll an isswe Another approasch
withowt mechanical movenent called elememtal lens switching
[25], [26] was also proposed. In this paper, we propose another
approach by using a symchronized sdaptive liquid crystal prism
array with a projection type infegral imaging 3D display.
Hence, the improved wviewing zones for a time mmltplessed
imtesral imaging 31 display without any mechanical mossement
can be achieved.

O INMNPROVED VIEWDNG ZOMES FOR I 3D DISPTAay UIsmc
ADAPTIVE LIQUImy CEYSTAT. PRISAM AREAY

Im thizs section we first describe the key device, the asdaptive
Igid crystal prism amay. Then the viewing zone snabysis of
a generil projection type integral imagsing display amd the pro—
posed system are illostrated. Im this paper the projection typs
inmbegral imazing display is used becanse the projection schems
could provide high quality and fipping-free 30 images for the
wiewsars [12], [27].

A _Adagprve Liguid Crysral Prism Areay

crystal (LiC) prism array is shown in Fig 1. The LT molecules
were first alipned perpendicular to the bottom electrodes on
both the top and bottom subsirates (homozeneons type). SAp-
plying sn operating woltzge (Y, and reference voltage {Wal
to the sirps electnoedes, respectively, (ie., YWy for red electrodes
and Vg for zxay elecrodes), the effective refractive index dis-
tribution conld be changed when the IO is reorienting. Thas,
the imcident polarized lght could be refracted to different am-—
gles sccording to the refractive index distribution [see Fig. 1];
on the other hamd exchanzing the wvalies of operating amd
reference woltames, the prism could be sadtched to the opposite
direction. At that tme the planasr elecirode was always driven
by reference voltage {Wa)-

'I:lnt::npu]ﬂm'mdn'h:ﬂrm T IFFE Pl

‘imdax hire] for more mformation.
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Head tracking integral imaging display
Acknowledgement: Dr. DongKyung Nam
Lenslet X. Shen, M. Martinez-Corral, B.

m ©Vi Javidi, “Head Tracking Three-
Dimensional Integral Imaging
Display Using Smart
Pseudoscopic-to-Orthoscopic
Conversion,” IEEE/OSA Journal
of Display Technology, June
2016.

The viewing angle of an integral imaging display. (a) For the conventional integral imaging.
(b) For the head tracking integral imaging with a specific viewing position. p is the pitch of
the lenslet, p,; and p,.,q are the elemental image size of conventional and head tracking
display, respectively. 6, and 6, are the viewing angle of conventional and head tracking
integral imaging, respectively.
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Head Tracking Three-Dimensional Integral Imaging
Display Using Smart Pseudoscopic-to-Orthoscopic

Conversion
¥im Shen, Manuel Martinez Comral, and Balram Javidi, Member IEEE

HNTEGRAL IMAGIMG [1] is a very promising three-di-
mensional (30V) technology which has drawm sobstantial in-
terest for 3D TV amd displays [2]—[1-1] Inlzgmll.magmguf

imaging display mainly depends on the f-mmmber of the lenslet
and the distance between the lenslst and the display screen. If an
observer views the 3D imagze with a viewing snele that exceads
the field of view of the display, the quality of the 3D image will
be depraded. Mamy works have been done to anabyze and soboe
this problem [15]-]18].

In this paper, we propose 4 novel head tracking 3D inte-

b T 07, 2015, rovised MNovamber 14, 2013;

H-Dq)hdﬂumhwﬂﬂ- 2013, Dt of publication Decomber 08, D01Y, date
ufmn-m}hfm 2018, 'Dl.xwmi:“mppu:tnl-p-t'h:rh
of Tack gmﬂmmw

{GRLO) Program amd the National fon tndsr Gramt NSF
HSFDE—I{HI?B‘ The wok dld'.?dn't-l—ﬂunl was sepposted in part
e § v of B under Grant DPT011-32004 and the

by
mmm&ummmmmm
X. Shan amd B. Jawsll are with the Flectrical amd E
lﬁulnntfnfc_chmsmi mmu&i{rmlﬂ.m

rotation by utilizing the psendoscopic-to-orthoscopic Comver-
siom (SPOC). The SPOC method [21}1-{23] was proposed for
the 3D imagze transfonmation from psendoscopic to orthoscopic

head tracking 3D display. Instead of nsing computer soffwans
to only zenerate virtesl 30 scenes, the proposed method can be
used for real time head tracking intepral imaging [24]-{24] for
both real snd virneal 3D scenas.

For the SPOC in imegral imaging the cooventions]l real
captured 3D scene [19], [20] is recorded by a set of 21 images,
which are referred to as the captured elementsa] images [21]. The
captured elements] imames will first e virmally reconsmmcted
in the 3D space. Considering the parameters of the display

position will be generated The head tracking 30 display can
eliminste the crosstalk problem for the observation with a larpe
viewingz angle. 'Ihsa]lowsfm'anmmmﬂfﬂmtmg

the vispalization of rofated 3D scene can be computationally
calrnlated comesponding o the rotation degree of the observer's
head Experimentsl results show the feasibility of our proposed
mmmeﬂmmemmymmumg

‘This paper first derives the viewing angle of 2 comventional
with a specific viewing position. Then the proposed methad is
explzined o zenersie 3 new set of elemental images for head
tracking 3I display, along with the details of the 3D display
experimental resmlis. Conclusions are griven in the end of this
paper.

IO VEWDHMG ANGLE OF INTEGRAL IMAGING DISPLAY

For the comventional integral maging display, the viewing

angle iz based on the parsmeters of the 30 display system. As
shomm in Fig. 1{a), an observer is able to view high qoality 3D

beabrem javidid@uoonm ed). - I - . -
Mlmmsal Martinos-Corral is with the Departmsant of Optics, University of Va- image within the vie zone. The v gangleofthe system
lencia, E-461{0 Burjassot, Spaim {roail: is [27]
&Iﬂmdmtmdhﬁmnnﬂﬁ:hmbﬂthﬁp -
ineaxplors iees. org. = 2xxcimn
Drigital Objoct Tdantificr 10 1108T0T 2015 2506615 ‘1 =2 (5) @

13531~ !lﬂﬁiﬂlﬁmwmnmhwﬂ]ﬂl ion/redistibution ires IEFE pearmis

Sao hitp e iees. orgfpublications_: P
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3D Imaging with Flexible Sensing
M. Daneshpanah, B. Javidi, “3D imaging

with detector arrays on arbitrarily shaped
surfaces,” Optics Letters, 36,2011.

s . Mon-Planar Image Detector Amray
L‘- Flexible Lenslet Armay Sheet
' ; Local Frame of Reference

Collaboration with Univ. Michigan, Northwestern, ¥
Washington e i 5 o
:- - . ]}é;:n.ﬁ_.:b.'-r -P-'
T . Susface
- T | .
- g < .
Eéan"sao'rs Oplett3 [ Eﬁgglg Object 3 Global Frams of Reference s it
4 \ ' :
’ I v i
I : [ .
Object 2
[ I ) B Object 2
’ 2
’ Object 1 | Object 1
ghjectd : * objecta

(@) (b)

Conventional (a) vs Flexible Imager (b)
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Decemiser 15, 2014 7 Vol 539, Moo 24 7 OFTIHOS LETTERS aHas

Three-dimensional integral imaging with flexible sensing

jﬁgﬂ“ﬂ,xmmﬂm]aﬂi'

T ' B o Engr. e 0N o 37I Foairfield Boad Linig 4157, Storrs, Conmecticwet E2HS, LI5A
-\.g_. g BT o
Fmscwived Aungust 11, 2008; revissd Ootober 26, 2008 e 29, 20018
pasted October 31, 2014 Do, 1DV 22083 1): published December 180, 2014

Wa presant to tha best of owr knowlsdss ‘ﬂ'l.-ﬂ:r:t:r-pﬂt on thres-dimasmsinnal (300 h‘l:q:r-] im-gilg AT -:n.d.
reconstrection method with wnknown d o & I samwfaoa. G
integral imaging sy=stnom 'ur]l.-:'--]-r-]-tﬂ':-n_-lﬂ' j- 1wk d o @l E2T 2 -F.0 ﬂ'l..ﬂn:ll:l.m.—dng
intesral imaging system allows sensors to bae placed on & nonplanar surfacs that can inoreseses the fald of view ofthe

immaging . T r array on & Flaoscihls surfeos, an e alge dm 1

i
T o v e CRITATR: PG
Thasswerd Wi Eeomaitry theory ansd the

o mendal In addition, a sopar-nesal uton image is

from a seequamees of lowe-rsssohotion 200 msagees: 'w'k_'h.:-uh-pdx-] shifisx Supersresalistion 30 resoomstmsction

Eerunrated
resulis at diffcent

-:r-]:-'_l.'-d.'l:nl—]kl.-t-ﬂl.- Faopasad] appooach. & 2014 Optical Society of Amercica
Tl

OCES e {110
Tttt dodorg 10 1SEAANL 50 (OERSS

Imtegral imaging [l] is a glass-free, passive, Doalt-
perspeective three—adimmensio:

fAeld of view for onamy applications such as I aantooated
object recogmition, 30 emndos.copy instmomerts, st onmsn—

the robustmess of the system by excternsding it to a8 scenario
where the poses of sersors are unknown. TFEing the
egstitated poses of the sensors, e implemmsent a supser—
resoluticn technigque based on e divisiomn o
to improsve the image resobmion The nowveliy of ooar
approcach is that we implement a super-resolutcon ST
mtegral imaEing systemn with unknowswn poses of sensor
arrays on a nonflat surface. For flexdble
imaEing, the lenses meay be guuote

¥ bo immpl sSuper-resolution
overcome  the low-resolhiton -:an.:l.sed.l:wlite
mmeall apertme of the lenses,

Figure 1 shows the comparisons between a OOmmven-
tionmal ntegral imagingg system and a flexible sensimgg in-
tegral imaging system (also see Fig. 2 Since the sensors.
are on A planar sarface, the comrentional integral immagingge

0146 D502 A2 EHS5-0-481 5. (WD

LN Tihenese- cim rar

mystem has limdited Seld of view. However, a flexible sens-

calibration is meeded when the arrangement of the cam-
Era array is The estination algorithon assummees.
that the relative pose of the first tero camems are knowme
Based on this prior inforoeat on, we estioneat e the reomnadn-—
ing camera poses by ocombining tero viewr  mecanetry
theory amd the camera prgjective msodel (see Fig 2
The camern projection equations for camera 1 (C)
and camera 2 (Co) can be written as [20])-

gy oo By Ry 0y A, la)y

gy o Izl-tz Fo A, {1k}
where my and mo; are the dith pair of ioaee ooatchdne

(=] iy
Fig 1 (&) Dhestratbon of & ooocventionsl Gndegeal  omegiogs
AP O aphmm ) A Beshbule
seresing  ndegral e ging s e
placed on any arbitrary surface

£ 2014 Oyptical Sowciety of Smmerica




H. Hua, B. Javidi, “3D integral imaging optical see-through
head-mounted display," Optics Express, 22, June 2, 2014]
Was highlighted on Optics Infobase [OSA's Digital Library]

CO8A's Digital Library

Home Optics InfoBase  Journal Search  Article Lol
About "

e : OSA's Optics InfoBase is a cutting-edge repository that contains OSA Publishing's | ‘Optics InfoBase
SUCRSERIIIEEETY | content, including 16 flagship, partnered and co-published peer-reviewed journals
and 1 magazine. With more than 240,000 articles including papers from over 450

. Search by title, abstract, or au

Authors conferences, Optics InfoBase is the largest peer-reviewed collection of optics and

Subscribe photonics. See complete information about OSA journals.

Librarians =
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Sore Eyes: Reality ithout the
Discomfort -
Augmented Augmented reality is
. - increasingly .
Reahty w'thOUt becoming... well ... a

reality.... more g

: = May 21 2014 : Skinny
) Lens Makes Cheap Surve

; e Home Use - A team of Fr
-li i 3- lity technology that minimizes X
New goggle-like device may lead to 3 D augmented reality technology tha s fourd o

visual faﬂgue' O . . . . . — Rio.. 4 An44 . Tho | TN
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OPN Feb 2015
Easy on the Eyes

Hong Hua and Bahram Javidi

Augmented Reality:

3 E| 2

g
@
I SRR
=

y
¥

Artist's interpretation of
sugmented-reality [AR] view,
applied to the Pyramide du
Lowere, Paris, France.

Phil Sewceral sgacachanrel org
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3D Augmented Reality Viewing Devices-Fatigue Free

.. Elemental Images

H. Hua, B. Javidi, “Augmented Reality: Easy on the Eyes,” Optics and
Photonics News Magazine, February 2015.
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| H. Hua, B. Javidi, “

| f. 3D integral imaging

s V| optical see-through
head-mounted
display," Optics

Express, 22, 2014]

Microlens array
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3D Reconstruction in Photon Starved Scenery

Reconstruction using photon-counted elemental images, (Top left) scene with large photon
flux; (top right) central elemental image with N,=1000, (bottom) corresponding 3D
reconstruction at the plane of the VW.



Three dimensional visualization by photon
counting computational Integral Imaging

Behnoosh Tavakeli', Bahram Javidi' and Edward Watson”

"Dvepe. af Efectrion and Comgpaser Enpimecring, L2157, D af -1 Sxorrs, CT US4 260257

"Iism&mﬁ-f L ., g P, Avr Foree Rase, O, 45453

Abstract: Inm this paper, weptmmmed:m.ammalﬁD)ub_peﬂ
estimanor is derived o reconstct the radisnce of the 3D scens pixels and

ﬂerﬂmbﬂlwufﬁemmndemdwtmﬁhnvEMFﬂr

Mﬂ&m?m:mﬂqmmmwmmm&mlm
Moise Fato (PSNE) criterion.

C2008 Optical Socisty of America
OCTS codes: (100.3010) Lo ;. miquos; {110.6580) Three-dimeasional inmgs
acquisition: (1066800 Thoeoee-di pomal i P (D00 OO0y Synthotic apartrs ims ging.

(030. 5350} Photon coenting.
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3D Object Recognition under Extremely

From 121 El. Images

Low nght Levels ~100 photons, ~2500 dark counts
Red: Object Photons

Green: Dark Counts

Photon counted integral imaging appears robust to
noise. Signal counts/dark counts < 0.04

M. DaneshPanah, B. Javidi, and E. A. Watson, “Three
dimensional object recognition with photon counting imagery in
the presence of noise,” Optics Express (2010)
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Three dimensional object recognition
with photon counting imagery in the
presence of noise

Mehdi DaneshFanah ! Bahram Javidi, ' and Edward 5 Watsom®
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pacsshve object recogmition in presence of madse. Simnce o guesmtore-linrited
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affect of moise on information bearing phofoms. The model is tested whem
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3D Photon Counting Experiments using  Cooled CCD
camera

g' ! 3D Reconstruction with Large
photon flux

Low photon flux elemental image 3.8
photons/pixel

3D reconstruction
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Experiments With Three-Dimensional Integral
Imaging Under Low Light Levels

Volume 4, Number 4, August 2012
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Long Range (kms) 3D Integral Imaging (Passive Sensing):
Task Specific Sensing (ATR, Tracking)

Tests were conducted from the AFRL Sensors Directorate tower and camera rall
(Daniel LeMaster, Barry Karch, and B. Javidi, "Passive Long Range 3-D Integral Imaging,"

Proceedings of the Parallel Military Sensing Symposium (SENSIAC, 2012))

- Range Map and Scene
..  Projection: computational

D. LeMaster, B. Karch, B. Javidi, ) ] ]
integral imaging

"Mid-Wave Infrared 3D Integral
Imaging at Long Range," IEEE
Journal of Display Tech, 2013



FOLMRH AL OF DISFLA™Y

L WAL, MO 7, FITLY 3003

Mid-Wave Infrared 3D Integral Imaging
at Long Range

Damniel Lebdaster, Bamry Earch, and Bahram Janwids, Fellow: TEEE

HERE is great infer
for applicanons sowch as S0y T, bi

i three—dimn ‘L3Djlmag:mg

tertpinment, Computer vishon, robotics, and defenss [1]-18].
Iutlegr_a]:lm.am [7] is a 3D passive sensing and wisnslizatiomn

E 17, 201Z2; i I 31, BOLE; accopissd
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Caolor vaersions. of one: or eeoeo of the Spoms. 2 avadlaible ool ot bepod
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Im this pEper, we use synthetic aperiore integral s Einge sowd
Computaienal reconsimecion o demonsirate 300 wisnal maiioom
of objects and 3D imaging through obsooration over very long
distances compared o anything else publiched e dare Wea
dermoncirate 30 intesral e ging at ranges up o X koo Addi-
o infrared Imagsine sensors i the 3—5 e [mod-aave mdrared
(B OAWTE)] oansmission bamd. Iu.Secn.ncn]I, we-ﬁﬂl:nhe ouar

with a sumeary of this work in Sectom W

IO SYNTHETIC APFRTURE INTEGEAT. INMAGIMNG AN
COMPUTATIOMNAL BECOMETELMCTION

We bepin by presenting A short overview of compartational
of ccene iz achiewved momerically by simuolatins the opocal
back-projection of the nmltiple 2D imaAages o comypaabters. In—
tminsically, the resphofion of each elementsl Mnmage is hodted
by threse parameters: pimel size, lenslet point spread fimctiom,
and lemsher depth of focns. However, impepral imaging cam alsos
be performed in either a symithetic spertore mode or with =i
array of Image sensors in which well cormected ophbcs record

1551-F190E3 0 00 o> DO1Y TEEE



Bahram.Javidi@UConn.edu

Summary

- Passive 3D sensing, imaging, and visualization can be used for a
variety of applications including:

- 3D Image Capture & Display

- Augmented Reality (Head Mounted) Display

- 3D Object Detection and Recognition with Smart Glasses
MOSIS: Multimodal 3D: Polarimetric, spectral, compressive sensing
Flexible 3D Sensing

3D Imaging with few photons

Long range passive 3D imaging

Human Activity Recognition

- 3D Visualization in Obscurations & Computational imaging
- 3D Tracking with Occlusion

- 3D imaging in turbid water

- persistent surveillance
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Optical

Sensing and Visualization
Using Integral Imaging

The current state-of-the art, potential applications of integral imaging.
recent research results, and potential applications are discussed.

By Myuwnciim Cro, Meanr DanesHpParmas, Member IEEE, Inkyu Moo, AMD

Bamram Javipi, Fellow IEEE

ApsTRACT | Three-dimensional (3-0D) optical imag
and visualization ecdhnologies have been researched exten-

v Tor difk applic in fields as diverse s enter-
tminment. medical sciences. robotic, manufscturing  and
defernse. In many imnstances. the capabilities of 3-D imaging
and display sy hawe Jutionized the prog of these
diaciplines onabling new demction/display abilities that waould
not have been otherwise possible As one of the promiSng
methods in the area of 3-D i and dsplay. i ]
imaging offers § i and relatively inexg way o
capture 3-0 information and to visualize it optically or

g ionally. The i i i uﬂ-\-q-u- chg:.m
thee broader class of Hiview i g e and i b
on acentury old pr-uiph which has only been resurnected in
thae past 15 Lo ad af ap
semnsors a5 well as the exponential inoresse in compating
power. n this paper. hi e and ysical i of
inbegral imaging ane ower vie wed: diﬁ-ntw pickup and
dsplay sch are disc d and |psar and
p-rfunmnuu-um diessor ibed. m:dﬂiim\_mupuxiaul
methods for and i ane pre-

serbed and several applications llﬂ]d-‘ 3D wnedere ater

——
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O e e pdslicaion Decemier 1, 2000 dete of curr e v oo Mach 55, 2300

B Che and B = alby B SR vk
-..liq L e el By dend B R el e i T e DeeperSree o of Dlectr ical e
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mneear infra red in phaion-
sarved environments, and 3-D oplical microsoopy are dis-

HEYWORDS | Comp
gral imaging: 3-0 visualizaan

L. INTRODUCTION

e t:d:lndo@qs that cam be used to enhonee S gy amd
vimmlization of real-wodd objects are abways in demnmamd.
Acuirting information theough imaging has always been a

inent aPPImdlﬁn.’“]lIﬂm. ]'.n:l:\cl::nt'p:m..
there has been an increased interest amomng resea nchers: o
develop 3-D imaging technaogies that can  prowide
diverse 2 amermaimrment, medical sciemnsces, robotios,

£ e F [11-3]. In many insamces,
ithes ﬂl:lal:l:ihhcs of 3-[F mﬂmdlh:aﬂ:p rrst::l:n: Tharve:
e dle b tiom abdlities thot would not hoe been u-t'l:l::l:—'.i_-z
pemsible

A oPPmed o traditional 2-T :im.q;i_tq:, 3-I¥ ms:l:ﬂ:

technologies can potentially capture the stroctural inboc-
maton of the target a5 well as its texture. Many of the
recent improve ment s in this area hove been made possible
in part by the advarnc t of op lect mmic display and
image sensors, in addition to the exponential incresss in
oorEpart ing peoweeT.
3D sensing and displhy. Historical origins of inbegral
imaging can be traced back to Sir Wheatstone in LEXE [4]
wha introduced a stemoscopic viewing device known as
“mirrar 5ter\emcnPe. r5] wihich T ate s based omn the

E-92 19 326 00 2010 TEEE
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Advances in three-dimensional integral
imaging: sensing. display. and
applications [Invited]

Xiao Xiao," Bahram Jawidi,"™ Manuel Martinez-Corral,® and Addan Stern®
' Elecrical and Compauter Engineering Depariment, Lindversity of Conmectcou, Sioama, Conmnecticut OE260-4157, LISA,
*Mepanment of Optics, University of Valenda, ofDr. Moliner 50, Bufassot E-46100, Spain
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R vead 10 Sep 2012 d 14 Septemiber 2012;
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Thoress:- d roerm s ool m}mmmm-hﬂhﬂ.mwﬂr“&dﬁ:’w
applications in the fGelds of entertainment, medicine, mh

mmm“dﬁ-dmmmﬁm-ﬂﬂnﬂmtmImqummlp
=i v e perspesctiee moagingtechnig e, which mescords oo ple teno- i roeemssd oma L msges: of & soemee froom
ﬁf-—:.tp_p-ﬂ:_mw:t-nwnmlﬂ-mﬁm writh i t
-:r-:lﬂ:lmtl"]:l: Intqrﬂ i T ing cmm ﬁw-mﬂnc&rwﬂhﬁﬂw -:ﬂmhmm.-.

1. IntroducHon and time-of-flight technigques. Passive multiperaspec-
Mew technologies for thr i - 1 (30 sensing tive 30 J:m:@.ng'badnmquehaspmeradmt inter-
and wisualization of real -world ehiects have been pur- est for its unigue properties. Multiperspective 3D

As opposed to traditional (20 irns- oconventional 2 incoherent images from multipls
ging bechniques, 31 imaging cam peotan- mﬁamuaaamndazdﬂblmw used , roulti-
tially capture the 30 structure, and texture mmﬂbma@m-ﬂnhﬁmﬂtma
information of objecta. Additiconally, 30D imaging mlammnmvgmmﬂramthalﬂnﬂlatmnran
es are robust bo partial scene ecclusion. mnfwm1m&lﬂqﬂbmlﬁpﬂrw
There are many 30 auch a3 ho- tive iImaging aystemsa can be deployed for ahort-
lography and related interferometry techmnigues, or leng-rangs making the tla-r:hnulogy

In 19408, ]..ip;tn.a.n.n proposed a novel technigue,
1550 T2 A 0546 15315 000 named integral photography (IF), which can recon-
2018 Optical Society of Aamerics struct true 20 images that can be obaerved with full
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Perceivable Light Fields:
Matching the Requirements
Between the Human Visual
System and Autostereoscopic

3-D Displays

If key technical challenges couwld be met. ideal stereoscopic projections could mimic

natural binocular viewing.

By ApRiar STERM, Member TEFE, YiTzHAK YiTZHAEY, aAMD Bamrarm Javin:, Fellow FEEE

ApsTRACT | Recenthy, the e hes been a substantinl inoresse in
effors o develop 3-D wsualizsation technologies that oan
prowvide the wviewsrs wsb§th a realistic 30 wisoal  esgpee rie noe_
Warious terms Ssuch as Crealily Coem ey calionr™  haene e e e
s o Comteng o theesae efforts n ondeer o paeo dee thee v eweers
weiith a complete and realistic visual sensation. the display o
w it firati on =y sterm and the dispilayped comntent need o rmasbeib
thee physi ol ogical 3-0 §nfonmation Ssensng Capa bl ities of the
haunrmsan visual system evhich can be guite cosrmpie . Theassa meay
include spatial and tempeoral resolutions. depih peerospition.
dynarmie range. spectral contents. nonlinear effecs.  and
e STk i o e Fects ot poapes r First e o esent
A ower view of some of the 30 display resasanch efforts shich
hawe been extensively pursoed in Asis. Euwropee. and ot
Armeer ica among otheser areas BEaxsed on the Emitations and
warmTort-besad requir esmse s of the hurmoen visual sy steams s
w b g & nonnatural sl {npaot frosm 340 display s, wee pres.ent
AN anal ytical framee ok that comibinss s main peeroeplion and
Thaurman wisnal reuine msents. et sy tical tosodks o med par i pilles.
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I el o Facherat fier 0UT 0,4 SRR SO0HL TS T

s i related disdplines such s optics,. aormputer graphics.,
anrmputational imaging. and S gnal prooess ng.. Building on the
wiidedy wmed nofon of lght Felds sse define a notion of
jpe reei wabde light fields 0 aooount for the humsan visual syste m
physiological requirements,. and propagate it back to the
display devioe o determine the display device specilfications.
This helps us clarify the Tundamsestal and pescticsl Deguine-
rmsenis. of the 3-0 display devioes for reality viewing Oosmerm—
mication In view of the proposed ansbtical frameew ork, wee
o v b v ari ous mmethod's. that can be applied Go o nooem e the
extensive information needed o be display ed in onder bo mmseet
ithee e Ui e rts: § rmgpecesasd) by thee hurman wisas ] syt

HEY W R0 S | Autostersoecopi o displ ayss hurmen wisua ] peer cep-
Hons light felds: 3-0 displays: visual Tatigue

I. INTRODLUICTION

The buman boain has the capability to extract deph
i boecmation by hesing togeth er two images acquired by the
epes, which hoes been a subject of o stumdGes [1].
This ot was wsed by Chades Wheatsthone when le
imtrosdced his sterecsoopes in IESE [2]. His stereosoopds
wiemwrer, kmowrn as “thes mirmor sbereoscopee ., de o strage o
thot by presenting our two epes with difle et peers peectiwe
imagrees of ther saome Soeme, it i possible o sioolabe owr
mxtural bnocular vision, Dodng the following LEQ years
afher W T b b "5
alemwee lopea]l attempting to provide  wiewers with a  fell
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Profilometry and optical slicing by passive three dimensional imaging
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In 3D imaging systoms [1, 2], messuring depth = particu-
larly important to invoke 30 perception or when gquanti-
tative surface measursaments are reqguired. Methods rang-
ing from Atomic Foroce Profilometry to stereo vision and

and triangulation by featore extroaction amnd macching
processes [3 4], Variants of stereopsis have haon proposed
to improve the performance by introdocing complex a
priori image models [5]. Also, a5 an extension to stere
opsis, multi-baseline steren matching s developed which
iz hased on meklﬁmﬁtmmnhip]estampnﬁi]ﬁ]
A.lmrt.hﬂ' approach = depth-from-defocos in which the
in defocus blur between images with different
camera settings, serves as depth coe [?']_ HRecontly, digital
slicing wsing Fourier dmmain filtering has been applied oo
lenslet based integral imaging method [3].
We supmest an optical-computational approach for
profilometry which is inherently different from the men-
tioned techniqoes. We assame that the input is a set
of perspective images that need not to be on a repular
grid [9]. Such an emsemble conveys the depth imformation
easentially by registering both the intensity and angle of
the rays emanating from the objects within the depth of
feld, whmhmnbee:tm:dedhymufupmnlm]uﬂﬂ]

projected onto the desired reconstrection distance with
respect to its own perspective (pinhole positiom), amd
the results of all back-projected perspectives are aver—
aged for the final result [11]. Here we abstain from such
interpretation duwe to limitations that will be disciessed
later. Instend, we view aach perspective Image o an in-
formation source for ray intensity-angle at each volumet-
ric pixel [wooel) in spoce. At esch vowel, we define the
Spectral Radiation Pattern (SAF) to capture the raedia-
tion intensity at o certain wavelength and direction oes:

L@, @, A) [an of intensity], (1)

in which —% = @ = § and 0 = ¢ <= 2x are the zenith
and aximuthal parsmeters that determine the ray angls

'...dmmnmmmmﬁarlmd-{_
i B ﬂﬂjmuqmmmmcmmw:mﬂ'pncm

mp'ﬂemmcﬂ:jmbmmdmmww

is propaosod to imfer the dopeh of Lambertinn surfaces from the

mmpmmﬁmlhnfuhhrydthummd_nmbmafm

i ty-angle is wsod for 3D depth mapping. (2 2N Opiical Society of America

A nowval method

respectively, while A denotes wavelength. Plenoptic fumne-
tion, Light Field, and Ray Phase Space also describe the
intensity and direction of light ray in free space [12,13].
The SHFP can be extended to include other mtrinsic ght
parameters such s polarization as well os individual sen-
=0T charscteristics for heteropenons distributed 300 sons-
ing. With such representation, the 30 ohject space turns
into a fienction space, e a unique function £f.) is asso-
ciated with esch spoce voxel. Henee, 310 optical informa-
tion reconded by the ensemble of sensors can be repre-
amtedinfurmo\fafnﬂctqu:aﬂzmﬂ’ with umigue
ebaamenits O ) ‘I‘h.euhjectspar&mbew‘ittm:m:

v={c: [—— Amaz] = R}, (2)

where B denotes real mumbers. In contrmst to conven-
tional methods [2,11], the advantagre of this interpreta-
tion s that the reconstruction at esch point does not
nesd to be o scalar intensity. Instend, thizs framework
mathers all the information collected by sensors in the
SRFP of esch voxel We believe that this model can be
the grounds for many tasks in 30 maging. As ecormples,
we present depth estimation and optical slicing. Accornd-
ing to Fig. 1 the relationships between i-th sensor located
at (T, . Ve, g, } amnd object space coordinates are:

=0 3T, A

g v —z}lﬂ:—ztﬂ,,, v
- ¥ Tpy = T
w.—(:ln:t:ln — )+{ z,, <z {3h)

Let the local coordinates on the imapge sensor he denoted
by (£,7) [sea Fig. 1(b)]. Also, lot the image intensity on
i-th sensor for different wavelengths be F0£, 5, A). Using
Eq. (1), the i-th sample of the SRP at point (T, g, =) &

L8, g, A) =7 = (€., A) where (4a)
£ = —g; tan &; cos @, {4db)
7 = —u; tand; sim @, (de)

where g; 15 the distance betwesn the i-th mage sensor
and its commesponding pinhole. Also, Rn2f min 77

e=1._ &
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Augmentaed reality three-dimensional object
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